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Abstract-In this paper, we describe how rover command 
generation can be automated to help relieve some of the 
burden on human operators. We describe the issues inherent 
in the operations planning for a distributed set of rovers, and 
how they can be addressed using a framework that is a 
generalization of single rover paradigm. Finally, we 
describe a prototype system for automatically generating 
low-level commands to achieve high-level goals for a set of 
rovers simulated on a terrain of geological interest. 
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1. INTRODUCTION 

Landmark events have recently taken place in the areas of 
space exploration and planetary rovers. The Mars Pathfinder 
and Sojourner missions were major successes, not only 
demonstrating the feasibility of sending rovers to other 
planets, but displaying the significance of such missions to 
the scientific community. Future missions are currently 
being planned to send robotic vehicles to Mars (MarsO1, 
Mars03, MarsO5) as well as the outer planets and their 
moons [ref]. In order to increase science return, these new 
missions will need to employ larger sets of information 
gatherers. Whether it is an unmanned spacecraft with 
remote rovers, or a mix of humans and robotic assistants, 
the command and control task for these machines will be 
complex. 

Sending multiple rovers has many advantages. First, 
multiple rovers will collect more data than a single rover. 
Several rovers can cover a larger area in a shorter time, with 
designated points of interest allocated over the team of 
rovers. Second, multiple rovers could make observations 
that would be impossible for a single rover. Rovers landed 
at different locations can cover areas with impassable 
boundaries. Using communication relays, a line of rovers 
could reach longer distances without loss of contact. More 
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complicated cooperative tasks could also be accomplished. 
Finally, multiple rovers could be used to enhance mission 
success through increased system redundancy. In all cases, 
the rovers could behave in a coordinated fashion, accepting 
goals for the team and sharing acquired information. 

In our approach, we use Artificial Intelligence (AI) planning 
and scheduling techniques to automatically generate 
appropriate rover low-level command sequences. These 
planning techniques have been integrated with a science 
analysis tool, and a multi-rover and terrain simulator to 
achieve geology related science goals. First, a set of high- 
level goals for examining and classifying terrain objects is 
generated by the science analysis tool using an unsupervised 
learning (i.e., clustering) algorithm. Then, the goals are 
communicated to the automated scheduler. From the goals 
and initial rover state information, the automated scheduler 
generates a sequence of low-level commands that satisfy the 
goals while obeying each of the rovers' resource constraints 
and flight rules. While the goals do not indicate which 
rover should be used for that request, the scheduler 
automatically assigns rovers to tasks in a fashion that best 
serves the requests. After generating the commands and 
simulating their execution, the rover telemetry set (i.e., 
gathered data) is sent back to the learner. Using this new 
data, the learner generates a new set of goals that it believes 
will provide the most useful information for classifying the 
observed objects. This process is repeated until the Iearning 
goals are all accomplished or the rovers are no longer 
operational. 

Automated planning is done with a single master planner, 
which could be running on the ground, on an orbiter, on a 
lander, or on the rover team leader. The relevant sub-plans 
(Le. command sequences) are transmitted to each rover for 
execution. To produce the rover command sequences, we 
use the ASPEN (Automated Scheduling and Planning 
Environment) system. ASPEN uses an "iterative repair'' 
algorithm, which classifies conflicts and attacks them each 
individually. Conflicts occur when a plan constraint has 
been violated; this constraint could be temporal or involve a 
resourse, state or activity parameter. Conflicts are resolved 
by performing one or more schedule modifications such as 
moving, adding, or deleting activities. A goal with an 
unassigned rover is one type of conflict. Other conflicts may 
include a science request for examining a target location 
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that does not have a planned visit. Resolving this conflict 
involves adding a traverse command to send one of the 
rovers to the designated site. The iterative repair algorithm 
continues until no conflicts remain in the schedule, or a 
timeout has expired. In order to enhance the quality of 
produced schedules, we have implemented heuristics for 
assigning rovers to goals and for deciding on the order in 
which to visit each of the specified locations. The heuristics 
borrow from algorithms for finding solutions to the Multiple 
Traveling Salesmen Problem (MTSP) [SI. With multiple 
rovers covering the same area, we want to choose paths that 
minimize the total traversing time of all the rovers. Both 
algorithms and heuristics are generic, and could be used for 
other applications similar to the multi-rover problem. 

This rest of this paper is organized in the following manner. 
We begin by characterizing the multiple cooperating rovers 
application domain and describe some of the interesting 
challenges. Next, we introduce the ASPEN planning and 
scheduling system and explain how automated planning and 
scheduling techniques can  be applied to this problem. We 
discuss several heuristics for solving the MTSP problem 
and present some results on how they improve both system 
and final plan efficiency. We then discuss the overall 
framework that is used to achieve a set of geology related 
science goals. Next, we discuss how ,this system can be 
extended to provide the long-term goal of rover and 
spacecraft automony. Finally, we present our conclusions 
and discuss several of the issues being addressed in future 
work. 

2. MULTIPLE COOPERATING ROVERS 

With all the success of recent space missions, we still have 
relatively little knowledge of our solar system. Yet 
decreasing budgets make space information gathering an 
even more challenging problem. One approach to this 
problem is to deploy many smaller probes instead of fewer, 
more complicated spacecraft. While one well-equipped 
spacecraft can do  a detailed analysis of one site, several 
small spacecraft can gather information over a larger area. 
We have already seen this approach on recent missions such 
as the atmospheric probe on Galileo and the Sojourner rover 
on Pathfinder. In each case, separating a small piece of the 
spacecraft allowed science instruments to reach out to new 
ground. Future missions will likely have multiple 
components, all of which need to be coordinated to serve 
the mission goals. 

Whether they are spacecraft, probes or rovers, coordinating 
multiple distributed agents introduces some interesting new 
challenges for the supporting technology [ 1,2]. Issues arise 
concerning interfaces, communication, control and 

information that can be shared between the rovers (and 
ground). The mission design will need to include a “chain 
of command” for the team of spacecraftkovers, indicating 
which rovers are controlled directly from the ground, and 
which are controlled by other rovers or orbiting/landed 
spacecraft. Finally, the onboard capabilities will need to be 
considered, including computing power and onboard data 
storage capacity. This will limit the level of autonomy each 
of the rovers can have. 

Many of these design issues are related, and all of them 
have an impact on automated planning and scheduling 
technologies used for the mission. The interfaces determine 
what activities can be planned for each rover. The amount 
of communication available will determine how much each 
rover can share their plans. In addition, the execution of a 
rover may need to be monitored for replanning purposes. If 
bandwidth is low and reaction time is critical, a rover may 
need to monitor and replan its own activities in response to 
unexpected or fortuitous events. The control scheme will 
also determine which rovers execute activities in the plans. 
If one rover controls another, the “master” rover will send 
activities from its plan to the “slave” rover for execution. 
Decisions on the onboard capabilities of each rover limit the 
independence of each rover. With little computing power, 
one rover may only be able to execute commands. More 
power may allow it  to plan and execute. Still more power 
may allow it to plan, execute, monitor and replan activities. 
The planning, execution and monitoring functions can be 
for the rover itself, as a service to other rovers or in 
cooperation with other rovers. 

In recent work at the Jet Propulsion Laboratory, we have 
demonstrated a prototype of automated planning and 
command sequence generation for multiple cooperating 
rovers. For the initial work, we have chosen the simpler 
configuration of having one “master” planner with several 
“slave” rovers. The master planner (which could be  on the 
lander or one of the rovers) generates and transmits 
commands to the simulated rovers for execution. The rovers 
have identical interfaces for traversing, communicating and 
performing science experiments. Issues with faults, 
monitoring and replanning are being addressed in future 
work. 

3 .  AUTOMATED SCHEDULING AND PLANNING 

Artificial Intelligence (AI) planning and scheduling 
technologies can be used to automatically generate 
command sequences for spacecraft and rovers. Given a set 
of high-level science goals, the planner/scheduler 
automatically generates low-level command sequences that 
accomplish the goals and that obey flight rules and resource 
constraints. To provide this technology, we extend the 
ASPEN application framework. 

individual onboard capabilities. For example, mission 
designers will need to decide on interfaces for each of the ASPEN [3] is a reusable application framework that can be 

operations team, but also to other and the lander First, models of the spacecraft and rovers are defined in the 

will need to be assigned to each, limiting the amount of to define the set of activities, resources, and state variables 
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and/or orbiter. A certain level of communication capabilities ASPEN language. This language the 



Figure 1 A Schedule for Multiple Rovers Viewed with the ASPEN GUI 

as well as the interactions and constraints between them. An uncontrollable but may have effects that are required by 
activity has a start time and an end time. It may also have a other activities. For example, sunrise and sunset determine 
set of temporal constraints to other activities. Each when solar panels are operational. These activities are 
constraint indicates a required order of execution for a pair simply loaded at the start of planning. Next, the high-level 
of activities. An activity may also have a set of reservations. science goals can be inserted into the schedule. Typically, 
A reservation is a scheduled usage or requirement on a these are unexpanded activities that have unspecified 
system resource or state variable. An activity can also parameter values, including the start time. In addition, goals 
decompose into a set of activities with temporal constraints will usually have unsatisfied requirements that can only be 
between them. Finally, an activity can have any number of resolved with other activities. From this, the 
parameters with arbitrary functions to compute their values. plannerhcheduler must generate a plan that has all of these 

The application model essentially defines the types of 
activities and resources that can occur in a given schedule. In ASPEN, unexpanded activities, unspecified parameter 
A schedule is a particular configuration of instances of the values, unsatisfied requirements and violated constraints are 
activity and resource types. Some activities are all considered conflicts in the schedule. Therefore, the 
Rabideau - Working Together.. . 3 October 30, 1998 

problems resolved. 



A c t i v i t y   i m a g e  { 
i n t  x ,  y, z ;  / /  l o c a t i o n  of image 
Decompositions = 

rove r l   image  ( x ,  y,  z )  o r  
rove r2 I image  ( x ,  y,  z )  o r  
rover3-image ( x ,  y ,   z ) ;  

1 

Act iv i ty   rove r l - image  { 
i n t  x ,  y, z ;  / /  l o c a t i o n  of image 
R e s e r v a t i o n s  = 

r o v e r l   b a t t e r y   u s e  1 0 ,  
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r o v e r l   b a t t e r y   u s e  1 0 0 ,  
rove r l - loca t ion   change  t o  <x,  y, z > ;  

} 
- - 

Figure 2 Rover Activity Definitions 

problem becomes one of finding a conflict-free schedule. 
ASPEN has a library of algorithms for searching for a 
conflict-free schedule. One of the more widely used 
algorithms is based on a technique called “iterative repair” 
[4]. In this algorithm, conflicts are classified and addressed 
in a local, iterative fashion. First, a conflict from the set of 
conflicts is chosen for repair. Then, a repair method is 
chosen as an operation for resolving the conflict. Repair 
methods include moving activities, adding new activities, 
deleting activities, setting parameter values, and 
decomposing activities into subactivities. For each method, 
other decisions may be required. For example, when 
moving, an activity and location must be selected. When 
setting a parameter, a new value must be chosen. After 
making the appropriate decisions, the scheduling operation 
is performed in hopes of resolving the conflict. Finally, the 
new set of conflicts is collected, and the algorithm repeats 
until no conflicts are found, or a user-defined time limit has 
been exceeded. 

In the multi-rover application, activities and resources are 
modeled for the lander and each of the rovers. The lander 
provides the communication link as well as temporary data 
storage. Each rover has activities such as traversing, turning, 
taking images, taking spectrometer reads, and digging. Each 
rover has its own resources such as battery power, solar 
array power, and state variables representing location and 
orientation. Figure 2 shows some examples of activity types 
for the multiple rover domain. 

Science goals are defined as abstract science activities that 
do not specify which rover to carry out the science. One 
example, is the “image” activity in Figure 2. These types of 
activities can  be decomposed into a science activity on one 
of the rovers. For example, the “image” activity can be 
decomposed into one of several more specialized image 

Figure 3 Traveling Rovers 

activities involving one of the possible rovers. When a 
science goal is first created, it is typically not decomposed, 
and therefore considered a conflict. Resolving this conflict 
involves selecting a decomposition (i.e. one of the specific 
rover activities) and instantiating the new subactivity. In this 
way, work can be delegated to each of the rovers while 
considering the total available resources. For example, the 
current traverse times can be considered when selecting a 
rover to achieve a science goal at a new location. A science 
goal, such as doing a spectrometer read, simply requires a 
rover to be at a particular location. New traverse and turn 
activities must be added to move the selected rover to the 
desired location and orientation. The planner/scheduler 
must also select specific start times for each of the activities 
(obviously, the order of the traverses will matter). Some 
activities may even need to  be deleted. For example, if all 
activities do not fit in the available time, some low-priority 
goals may be rejected. An example plan for the multi-rover 
application is shown in Figure 1. 

4. TRAVELING SALESMEN HEURISTICS 

One of the dominating characteristics of the multi-rover 
application is the rover traversals to designated waypoints. 
Decisions must be made not only to satisfy the requested 
goals, but also to provide more optimal (i.e. efficient) 
schedules. When not considering efficiency, one possible 
schedule that achieves all science goals is to send one rover 
to every target location. However, usually this would not be 
the desired behavior, and therefore some schedule 
optimization must be done. We have chosen to do this 
optimization during the repair process. As certain types of 
conflicts are resolved, heuristics are used to guide the search 
into making decisions that will produce more optimal 
schedules. In other words, when several options are 
available for repairing a conflict, these options are ordered 
based on predictions on how favorable the resulting 
schedule will be. 

The heuristics we have implemented are based on 
techniques from the Multi-Traveling Salesmen Problem 
(MTSP). The Traveling Salesman Problem (TSP) [5] is one 
of finding a minimal path for a salesman that needs to visit a 
number of cities (and typically return home). For MTSP, at 
least one member of a sales team must visit each city such 
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that total traveling time is minimized. Salesmen are allowed 
to travel in parallel with each other. 

Many algorithms exist for solving both TSP and MTSP 
problems. For a small number of locations (fewer than ten) 
optimal solutions can  be found in a reasonable amount of 
time. However, for larger sets of locations, finding optimal 
solutions is too expensive and approximate algorithms can 
be used. Greedy techniques can be used to find near optimal 
solutions. Two possible types of greedy TSP algorithms are 
insertion and appension algorithms. In  an appension 
algorithm, unvisited locations are selected and appended to 
the end of the existing planned path. The next location to 
append must be chosen carefully in order to minimize the 
path. The greedy strategy would simply choose the location 
that results in the shortest intermediate path. For insertion 
algorithms, the order in which unvisited locations are 
chosen is less critical, because subsequent locations can be 
inserted between any two locations in the current 
intermediate path. In the greedy strategy, the insertion point 
resulting in the shortest path is chosen. Both algorithms can 
be easily extended to multiple travelers. Unvisited locations 
are either appended or inserted into any of the paths when 
looking for the shortest path. Figure 3 shows three possible 
insertions (one from each path) for a new location. 

The multi-rover scenario fits naturally into the MTSP class 
of problems, with only a few differences. First, the rovers 
are typically not required to return to their original locations 
(however, for sample return missions, this would be 
necessary). This is a minor difference and does not change 
the general problem. Second, while planning activities for 
multiple rovers, one may also be concerned with the earliest 
finish time (i.e. makespan) of the schedule. The schedule 
with the minimum path lengths may not necessarily be the 
schedule where all activities finish the earliest. Finally, 
finding the shortest paths is not the only concern when 
generating command sequences for the rovers. Each rover 
has a set  of flight rules and a limited amount of resources. 
All commands, including traverses, must be scheduled in a 
way that does not violate any of the flight rules or resource 
constraints. However, some of these constraints may require 
sub-optimal travel paths. 

When generating command sequences for multiple rovers, 
ASPEN uses two heuristics that implement a greedy 
insertion MTSP algorithm. One is used to select a 
decomposition of a generic science goal into a specific 
science activity for one of the rovers. The other is used to 
select a temporal location for the science activities when 
they are moved. Both use the same evaluation criteria: make 
the selection that results in the shortest path. For the 
decomposition heuristic, this mean choosing the rover that 
has the shortest path after including a visit to the new 
location. For the move heuristic, the new science activity is 
moved to a time between two existing science activities, 
which creates a new path shorter than any other possible 
new path. 

Using the new heuristics had a significant impact on the 
generated command sequences. The results of using these 

heuristics were compared with results from using random 
heuristics (i.e. heuristics that make selections randomly) and 
are shown in Table 1. Twenty trials were run  on the same 
set of goals but with different random seeds. The MSTP 
heuristics reduced both makespan and total traverse time of 
the final sequences. Traverse time was decreased by 24% 
and makespan by 52%, approximately doubling the 
available time for rover activities. In addition, the time 
required to generate the sequences was reduced. 
Approximately 13% less time was needed to repair all of the 
conflicts created by the same set of science goals. 

Table 1 MTSP vs. Random Heuristics 
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I Avg Time For I MSTP I Random 
Traverse I 2 hrs 21 min I 3 h r s 4 m i n  
Makespan I 4 hrs 1 min I 8 hrs 24min 

[ Planning I 60 sec I 68 sec 

5.  ANALYZE-PLAN-EXECUTE 

ASPEN was demonstrated on a science scenario involving 
three planetary rovers on a simulated Martian terrain. The 
planner was integrated with a science simulator and a 
science analysis module. Together, they implemented an 
analyze-plan-execute cycle shown in Figure 4.  In each 
cycle, the planner receives a set of goals from the science 
analyzer and initial rover positions from the simulator. 

The science simulator generates the rover environment. By 
changing parameters in the simulator, various rock fields 
can be generated consisting of several different types of 
rocks. The simulator also represents the location and 
orientation of each rover. From this, the field of view of 
each rover can be estimated. The simulator accepts 
commands for performing science experiments as well as 
moving and turning the rovers. Given a command for a 
science experiment, such as a spectrometer read of a rock, 
the simulator would generate results based on the 
instrument type and rover location. 

The science analysis module uses a clustering algorithm 
[refl to automatically generate goals for science instruments 
based on results of previous experiments. The clustering 
algorithm attempts to classify observed rocks. The new 
requested observations are those selected by the algorithm 
that are predicted to provide the most useful information for 
refining the classification. Goals are also prioritized. If the 
planner is having difficulty finding a solution, low priority 
goals can  be rejected to free up time for higher priority 
goals. 

6. TOWARDS AUTONOMY 

One of the goals of automated planning and scheduling is to 
provide important capabilities for autonomous systems. An 
autonomous system must be able to achieve objectives in 
the face of uncertainties with little outside guidance. An 
onboard planning system, together with systems for 
execution, monitoring, and science analysis, could provide 
the capabilities for an autonomous space vehicle [ 1 11. 
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With these systems onboard, a rover could operate unaided 
for long periods of time given only a set of high-level 
objectives. The science analysis would use the objectives, 
and the data collected so far, to generate new sets of science 
goals for the rover. These goals are then sent to the planner 
for expansion and sequencing. Once the valid command 
sequence is generated, commands would be executed and 
monitored by the corresponding onboard systems. As 
information is acquired regarding command status and 
actual resource utilization, the planner can update future 
projections. From these updates, new conflicts and 
opportunities may arise, requiring the planner to replan in 
order to accommodate the unexpected events. In addition, 
new goals may be presented to the rover from the ground or 
from the onboard science analysis. Finally, the data 
resulting from execution can then be fed back to the science 
analysis system to use for generating new science goals. All 
of this could happen onboard the rover with little or no 
human interaction. 

Although this may seem like a very optimistic goal, steps 
are being made in this direction. The New Millennium Deep 
Space One (DS1) spacecraft will demonstrate the onboard 
Remote Agent experiment [6,7] that has all but a science 
analysis module. Prototype demonstrations have shown the 
ASPEN planning system successfully integrated with an 
execution architecture for preliminary models of the Deep 
Space Four (DS4) comet lander mission [ref]. In this case, 
the Continuous Planner [SI (an extension of ASPEN) 
constantly monitors the simulated execution of the 
spacecraft and replans when conflicts are detected or new 
goals inserted. And finally, ASPEN has been integrated 
with two science tools. The first, called WITS (Web 
Interface for TeleScience) [9] is used for manual selection 
of science goals on actual images of the rover surroundings. 
The second was described in the previous section. 

Rather than fully committing to an autonomous rover, 
autonomy can be inserted incrementally. At first, manual 
science tools, such as WITS, can be used to generate goals 
for a planner running on the ground. With crude models, the 
results of the planner can simply be used for analyzing the 
feasibility of the science requests. It can also be used to 
allow the scientists to provide rover engineers with a more 
complete sequence rather than just  a set of requests. This 
sequence will have a better chance of being accepted by the 
engineers, and fewer negotiations will be required. Also, 
engineers will be required to do less work in order to 
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complete and validate the sequence. As the planner models 
become more accurate, the resulting sequences will require 
fewer modifications. With a refined model, sequences will 
require no further validation, and the planner could be 
moved onboard the rover. With the planner onboard, the 
science analysis module could be inserted to generate low 
priority goals in addition to those given by human scientists. 
This would keep the rovers busy, even when ground contact 
is lost or when high priority goals cannot be achieved. 

7. CONCLUSIONS 

Using multiple rovers can greatly increase the capabilities 
and science return of a mission. Rovers can work in parallel, 
cooperating to achieve a set of global objectives. However, 
such multi-agent systems introduce new challenges to 
control and autonomy. Issues of interfaces, communication, 
control and resource distribution need to be addressed. An 
automated planner must be considered when making 
decisions on these issues. The use of an automated planner 
can greatly reduce the required rover operations time. 
Ultimately, the planner could be moved onboard providing 
a key component in making the rovers more autonomous. 

In our work, we have demonstrated the ASPEN planner 
generating command sequences for a team of rovers. As 
part of the analyze-plan-execute cycle, this work was the 
first step towards an architecture for autonomous rovers. In 
our first approach, we used a design with a single master 
planner generating commands for several slave rovers. We 
assumed that no problems occurred while executing the 
plans, and that communication bandwidth and computing 
power are unlimited. Of course, for actual rovers, these 
assumptions are not true and our next step for the autonomy 
architecture is to eliminate them. 

Considerable work remains to be done for the multiple 
cooperative rover effort at JPL. First, we need to consider 
distributing the planning process across multiple rovers. 
This would include rovers planning for themselves, and for 
other rovers. Distributed planning is especially necessary 
when rovers do independent but cooperative activities. This 
would include, for example, several rovers communicating 
with a single lander. By balancing the workload, distributed 
planning can also be helpful when computing resources are 
limited. The concept of distributed planning is a relatively 
young area in planning research [ 10,12,13]. While 
evaluating the various approaches, we must consider the 
needs specific to multiple rovers. 

Autonomous rovers will also need replanning capabilities in 
order to cope in harsh, unpredictable environments. 
Unexpected events may occur during execution of a 
previously constructed plan. These events may invalidate 
the current plan, requiring a new plan to be generated. The 
planner can repair the existing plan (or generate a new plan) 
while considering the new information. The idea of 
continuously monitoring and repairing plans has been called 
continuous or dynamic planning [SI. With a continuous 
planner onboard the rover, new valid plans can be made 
available much faster than if the rover required the plan to 
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be transmitted from earth. A similar situation may arise with 
multiple rovers. If there is a slow communication link 
between rovers, or between rover and lander, a continuous 
planner may be useful on each rover. This would eliminate 
the need to constantly transmit monitoring information 
across the slow communication link. This only complicates 
the distributed planning problem to include distributed 
replanning. To provide these capabilities, we intend to adapt 
the continuous planner to the multi-rover application. 
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